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1. OCT SYSTEM CHARACTERIZATION

A. Fourier optics simulations of beam behavior and H(z)
In order to apply a confocal function (H(z)) correction to data that had been collected using
a clipped or segmented incident beam, we performed Fourier optics calculations, similar to
those described in Yin et al., [1] to determine the shape of the resulting H(z) curve. The use of
previously formulated methods [2] to remove the impact of H(z) from the overall OCT intensity
signal rely on the ability of H(z) to be simplified based on approximations related to the incident
beam having a Gaussian profile,[3] and are not necessarily applicable in situations where the
incident beam cannot be described as Gaussian.

The field of a forward-propagating beam with Gaussian profile, E+(x, z), was modeled in
2-D, with the "+" indicating forward propagation. Masks were applied to this Gaussian profile
to account for different beam clipping extents by the iris diaphragm or segmentation by the
pathlength multiplexing element at the point of the free-space collimated beam. Fields were then
propagated through air and focused by the 10 × objective lens (effective focal length = 18 mm) to
yield the beam intensity maps (|E+(x, z)|2) converging at the focus as shown in Figure A-1(a, b).

The back-propagating electric field was modeled as E−(x, z) = E+(x, z − ∆z) where ∆z ac-
counts for the offset of the focal plane position. The confocal function effectively describes the
power coupling efficiency, H, of the overlap integral of E+(x, z) and E−(x, z). Using E+(x, z) and
E−(x, z), we calculated H(z) as [4]

H(z) =
|
∫

E+E−dx|2∫
|E+|2dx

∫
|E−|2dx

, (S1)

where integral limits range from [-∞, ∞]. In the case of a focused Gaussian beam, this expression
simplifies to [3]

H(z) =
1

(
z−z f

ZR
)2 + 1

(S2)

where z f and ZR are beam focal plane location (e.g., ∆z) and Rayleigh range, respectively.
In determined H(z) for each segmented beam case, we found that profiles were generally

still able to be well-approximated by fitting to Eq. S2, affirming the validity of using strategies
previously developed [2, 3] to account for the impact of the confocal function on the intensity
decay of a singly-scattering sample (Fig. S1).

Our custom routine for mapping confocal function parameters used height-varying measure-
ments similarly to methods proposed by Dwork et al. to derive spatially-varying ZR and z f under
a given set of focusing conditions. For a given set of imaging experiments, the OCT system
reference arm was kept at a constant position, thus the focal plane was also maintained at a
constant depth in the tomogram. Based on the position of the calibration phantoms with respect
to the objective lens, the optical depth of the focal plane shifted due to round-trip path length
changes traversing different extents of the sample. However, given the constant position of
the reference arm, we were able to compensate these optical path differences based on auto-
mated sample surface detection and axial distance adjustment by the phantom refractive index
(1.34, equivalent to that of water) to verify the common position of the focal plane once these
aspects were accounted for (Fig. S2). This made it possible to use this common z f in confocal
function compensation applied to all OCT intensity data, based on sample surface detection and
refractive-index optical path adjustment to accurately determine the z f position in each B-scan.
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Fig. S1. Focused Gaussian beams under different clipping (a) and segmentation (b) schemes
were modeled and used to find H(z) for each case. Dashed lines show fits to Eq. S2 for respec-
tive H(z) curves.
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Fig. S2. Determining focal plane position in calibration phantoms. Variations in determined
z f due to variation in axial sample position (a) were compensated by accounting for sample
surface position and refractive index to confirm constant focal plane position (b).
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Fig. S3. In the 0.35 µm reference calibration phantom, consistent µ(z) (a) and DOP (c) were
measured regardless of OCT system configuration, and α values (b) increased linearly as ex-
pected with increasing NA. Data acquired at each focal plane position and system NA were
averaged over n = 4 measurements corresponding to the four different droplet phantom mea-
surements acquired along with calibration data. Error bars represent standard deviation be-
tween these n = 4 measurements.

2. PHANTOM IMAGING

As a form of methods validation and to determine the appropriate incident light intensity (L0) to
use in calculating backscattering fractions under various differential NA conditions, scattering
behavior was quantified for a region of the solid bottom phantom layer, made of 0.35 µm beads
embedded in agar, imaged to the right of the droplet ROI in each layered phantom dataset (see Fig.
2, main manuscript). In this phantom, which was presumed to be predominantly singly scattering
due to small particle size (g = 0.23), µ(z) and DOP were found to be consistent throughout all
datasets with variable system NA and focal plane position, and α was found to increase linearly
with NA as expected (Fig. S3). Some variation was observed due to inhomogeneities in sample
structure, which complicated image processing steps using our layer-based scattering property
calculation methods.

To quantify the relative impact of multiple scattering throughout phantoms of varying bead
diameter at a high volume fraction (v f = 0.012), the average µi(z) measured at a given ith

NA at each of the four focal plane positions was compared as a ratio to the average µlow(z)
acquired at the lowest NA at each focal plane position [Fig. S5(a)]. As an alternative visualization,
our proposed Multiple Scattering Index (MSI) computes relative changes with µ(z) with NA
as µlow(z)|µi(z) − µlow(z)| [Fig. S5(b)]. Each metric indicated increasing impact of multiple
scattering with progressively higher system NA, particularly at large (1.5 µm, 3.0 µm) bead sizes.

3. TISSUE IMAGING

In addition to the relative nuclear density map provided in Figure 6 of the main manuscript,
nuclei were also assessed more quantitatively throughout murine brain tissue. Using QuPath, the
local diameters and NCR values (Fig. S6) were mapped to better understand the optically-derived
scattering particle size and concentration information.

One source of uncertainty in our methods to obtain physical particle information from optical
properties is the estimation of the refractive indices of particles, npart, and their surrounding
medium. Using estimates of nuclei refractive indices we found in existing literature[5–7] and a
medium refractive index of water (1.34), we examined how varying npart resulted in alteration
to output particle sizes and concentrations (Fig. S7). In general, alterations to refractive index
resulted in global changes in d and v f , but maintained overall trends in the ways these physical
properties varied between different tissue areas.
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Fig. S4. Variation in α is shown with respect to wavelength (λ) over the full swept source band-
width (1.25 – 1.35 µm) at a range of scattering particle diameters (d), as well as the λ-averaged
profile with respect to d (left column). Variation in α is also shown for a 0.5 µm bead sample
over d within manufacturer-specified coefficient of variation, ranging from [0.45, 0.55] µm, at
a range of λ, as well as the d-averaged profile with respect to λ (middle column). In the right
column, the curves averaged over d and λ from the left and middle panels are plotted against
their jointly averaged result, as well as the filtering-based smoothed α functions used for these
experiments. Results in the top row are shown for a particle refractive index of 1.38 and in the
bottom for a refractive index of 1.57 to represent both the tissue and phantom experiments,
respectively.

Fig. S5. Comparing impact of system NA on µ(z) measurements. µ measured at each NA,
averaged across all focal plane positions, were compared directly as a ratio to the µ measured
at the lowest system NA used (a), as well as using our formula for Multiple Scattering Index
(b).
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Fig. S6. Murine tissue histology was analyzed in QuPath to calculate the regional variation
in nuclei diameters and nuclear-cytoplasmic ratio (NCR) throughout the healthy cerebellum
and tumor-bearing region. The tumor bearing region was found to have higher NCR than the
surrounding healthy cerebellar tissue, and moderate to large nuclei diameters.
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Fig. S7. Three refractive index values (1.36, 1.38, 1.42) varying over ranges for previously re-
ported for cell nuclei were used to calculate particle α-diameter curves, which were smoothed
and used to calculate optically-derived particle diameters (d, top row) and volume fractions
(v f , bottom row) based on each input refractive index value.
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